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Abstract. The quartic confining potential has emerged as a key ingredient to obtain fast rotating vortices
in BEC as well as observation of quantum phase transitions in optical lattices. We calculate the critical
temperature T, of bosons at which normal to BEC transition occurs for the quartic confining potential.
Further more, we evaluate the effect of finite particle number on T. and find that AT, /T, is larger in quartic
potential as compared to quadratic potential for number of particles <10°. Interestingly, the situation is

reversed if the number of particles is >10°.

PACS. 03.75.Hh Static properties of condensates; thermodynamical, statistical, and structural properties

— 05.30.Jp Boson systems

1 Introduction

Particles in anharmonic potentials is a well studied ex-
ample of chaotic system. A simple but good model of a
system which exhibits parametric transitions from regu-
lar to chaos and vice-versa is the quartic oscillator. The
parameters which control the transitions are the coupling
strengths of the cross terms. The quartic oscillator be-
sides being a case study of chaotic system, plays a very
important role in the guise of Higg’s field, through which
all the known fundamental particles acquire finite masses.
The same potential also appears in optical lattices, where
quantum phase transition from superfluid to Mott insula-
tor has been observed [1]. Optical lattices are regular in-
tensity patterns of light created with counter propagating
laser beams. The laser beams have a Gaussian profile and
create an overlapping anharmonic potential across the op-
tical lattice. Recent theoretical studies show that realiza-
tion of the quantum phase transition can be more robust
with a quartic potential [2]. Besides the quantum phase
transitions, introducing a quartic confining potential sta-
bilizes fast rotating vortices in Bose-Einstein condensates
[3-8]. In a recent work [9], the condensation temperature
and thermodynamic properties of a rotating ideal Bose
gas in an anharmonic trap has been studied. However, in
the experimental realization of the quadratic plus quartic
confining potential, the observation of the fast rotating
vortices eludes an unambiguous detection [10].

In this paper we calculate the critical temperature
T. at which bosons confined by a quartic potential con-
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dense. BEC in such a potential was studied for low-
dimensional systems [11]. This calculation requires the
density of states. In our calculations we use the semiclas-
sical expression of the density of states, which is valid at
higher energies. It is however not appropriate to study low
lying states. In particular, the energy of the ground state
is essential to estimate T, for finite number of particles.
To estimate the correction to T in the finite particle case,
we calculate the ground state energy analytically [12]. The
calculation is based on a method which optimizes the ma-
trix elements of the quartic potential Hamiltonian in the
harmonic oscillator basis.

Our calculations show that T, in quartic confining po-
tential is higher than quadratic potential. This is perhaps
to be expected, since T, varies as N*/® when the density
of states is proportional to €*~!. In case of 3D harmonic
oscillator potential & = 3 whereas it is 9/4 in the case of
3D quartic potential. Hence, in the quartic potential case
T, varies as N*/9 compared to N'/3 in the case of har-
monic potential. From our calculations, it is evident that
the cross terms increase T, in 2D as well as 3D quartic
potential. We find that T, rises by a factor of 1.2 and 1.1
in the 3D and 2D potentials respectively. However, the ex-
perimental realizations of the trapping potentials, which
are created from laser beams, are more appropriately de-
scribed without the cross terms.

2 T, for 3D quartic potential trap

The general form of the quartic oscillator potential is
A(r - r)2. It is homogeneous and has cross terms in the



152

Cartesian coordinate representation which couple motions
along different axes. Potentials of this form occur in opti-
cal lattices, where counter propagating lasers create undu-
lating patterns of standing radiation field. In one dimen-
sion, a pair of counter propagating Gaussian laser beams
along z-axis of intensity profile Iy exp(—2r2/w) creates an
array of periodic intensity minima and maxima. These are
located along the z-axis. Depending on the detuning of the
laser, the atoms are attracted to the intensity minima or
maxima. Usually the wavelength of the laser A is much
smaller than the beam width w. To a very good approxi-
mation, the potential across a surface normal to the laser

beam 4y
+ ) (1)

w?
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Tuning the parameters of the laser beams, it possible to
retain only the quartic term. For simplicity, neglecting the
cross terms, in three dimension

V(z,y,2) = Mzt +y* + 2%). (2)

The eigen energies of the corresponding Hamiltonian is the
sum of eigen values corresponding to each dimension. For
the one-dimensional quartic oscillator, eigen values can be
calculated by minimizing the expectation of the Hamilto-
nian in the basis states of harmonic oscillator of appro-
priately chosen frequency [12]. Generalizing the result to
three-dimensional case, the eigen energy

3 1 4
e(nl,ng,n3):1.3892(ni+%) (%) .3

i=1

Wl

where m is the mass of the boson.
Since 1.389(\h*/m?)'/3 has the dimensions of energy
we can represent this factor by hw, then

e(n1,m2,n3) :23: (n—l—%)hw (4)

i=1

We now determine the number of states G(¢) with energy
less than a given value €. For energies large compared to
hw, we may treat n;’s as continuous variables and neglect
the ground state energy. To calculate G(¢), we introduce
a coordinate system in terms of the three variables ¢; =

nY/3hw. Tn this coordinate system € = €1 + €2 + €3 defines
a surface of constant energy €. Then G(e) is proportional
to the volume in the first octant bounded by the surface

27 ‘ 71/4d 676711/4d 575%745(21
W ) €1 €1 ) €2 €0 . €3 €3.
(5)

Gle) =
To evaluate the integral we use the relation
u
/ 27w — 2 e = T B, ),
0

where B(u,v) = I'(p)I'(v) /T (p+v) [13]. Then the density

of states 5/4
dG(e) €
- 0.6852W. (6)

g(e) =
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This expression for the density of states is used to calculate
T.. For bosons, the total number of particles occupying the
excited states is

(o)
_ 9()
Nexe = /0 e T 1de. (7)

At critical temperature y — 0 in the case of bosons and
Nexc is equal to the total number of bosons N. Evaluating
the integral gives T, in terms of the number of bosons

kT, = NP 7o (8)
[0.68521°(9/4)¢(9/4)]

The corresponding expression for three-dimensional
isotropic harmonic oscillator potential of frequency w,
is [14]

fiw N1/3

071/3. (9)
[€3)]

From equations (8) and (9), the ratio of the critical tem-
peratures in the two potentials is

KT, =

(T%) quartic _ N4/9(:(3)1/3
(TC)harrnonic N1/3 [06852F(9/4)C(9/4)]4/9
= 1.006N'/9. (10)

Where we have taken hw = hw, to obtain the ratio.
The ratio is proportional to N'/?, which means that for
107 atoms, T, in the case of 3D quartic potential trap is ap-
proximately six times higher than that of the 3D isotropic
harmonic trap.

3 Effect of finite particle number

The expression of T, in the previous section is with the ap-
proximation that the ground state energy is zero, which is
a valid approximation when the system has large number
of bosons. For finite number of bosons, the zero point en-
ergy causes a change in the value of T,. For the 3D quartic
potential, the ground state energy is [12]
AR\ 1
€min = 2.41 <W) . (11)
This should be equal to the change in the chemical poten-
tial at the critical temperature, that is Ay = €. As the
total number of bosons is fixed [14]
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This implies

(). (7), (&),
or ) or ), \ou )
Using the expression of N at temperatures slightly

above T,
o0 ea—l
N = Ca/o md€

(12)
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Fig. 1. (Color online) Ratio of the critical temperature (T¢) to
angular frequency (w,) as a function of the number of bosons on
the log scale. Here we have taken 1.389(\h*/m?)'/? = hw, (w,
is angular frequency of isotropic harmonic oscillator). When
log N =7, the T, for the 3D quartic potential is approximately
six times higher than the 3D isotropic harmonic potential.

This relation is obtained by substituting the general ex-
pression for the density of states i.e. g(e) = Cnhe® ! in
equation (7). Here C, is a constant whose value depends
on the form of the trapping potential. Then from equa-
tions (13) and (14) we get

ou B

or).
In this expression « should be greater than 2, otherwise
the relation is not valid since (1) diverges. Using this

expression, the change in the critical temperature due to
the finite particle number is

¢(a)

amkz. (15)

((a—1)

ATe = - al(a)k

Ap. (16)

In the case of 3D quartic potential « is equal to 9/4. Then
_ —4¢(5/4)
9¢(9/4)k

_ —1071¢(5/4) ()\_714)1/3
¢(9/4)k m? '

ATC Aemin

(17)

A relative measure of the effect of zero point energy on the
critical temperature is the fractional change of the critical
temperature. It is the ratio between AT, and T, for the
present case

AT, —0.9054¢(5/4) ( An\ "2 [(1(9/4)¢(9/4))"°
T. — <(9/9) (W) hwN4/9
(18)
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Fig. 2. (Color online) Fractional change in critical temperature
(AT./T.) as a function the logarithm of the number of bosons
(log N). The green and red colored plots correspond to the
quartic and quadratic potentials respectively. Below log(N) =
5, that is N = 80000, the 3D quartic potential has larger
fractional change. Above this point the 3D isotropic harmonic
potential has marginally higher fractional change.

Noting that (Ai*/m?) Y3 s equivalent to hw/1.389 we get

AT, —0.6891¢(1.25)N—4/9
= (19)
T, (2.25)5/°
= 256N "4/, (20)

For the 3D isotropic harmonic potential, the fractional
change of the critical temperature is

AT,
== = —UuU. N 1/3 .

(21)
If we compare equations (20) and (21), we find that the
percentage decrease in T, is larger in the case of 3D quar-
tic potential trap for number of particles $80000. But
the scenario is reversed for number of particles >80 000.
This is also evident from Figure 2 where cross over point
corresponds to the number of particles =80 000.

4 Effect of cross terms
4.1 3D case

Consider the general form of the quartic potential, as men-
tioned earlier

V(r) = \r-r)2

In optical traps, it is possible to create confining poten-
tials which are approximately close to this form but a
truly spherically symmetric one is not realizable. The dif-
ficulty is in producing the cross terms of the potential, for
example, terms like 22y in Cartesian coordinate repre-
sentation. The absence and presence of the cross terms in

(22)
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quadratic and quartic potentials respectively introduce a
key difference between the dynamics in the two potentials.
In absence of the cross terms like xy, in quadratic poten-
tial, a perturbation to the dynamics of a particle along an
axis remains confined along that axis. In contrast, it prop-
agates to other axes in the case of quartic potential. For
condensates in traps, an important parameter which re-
flects the effects of these terms is the critical temperature.

Semiclassically, total number of states available to the
system can be obtained by dividing the total phase space
volume by k3, the volume of a single state, then

Gle) = %/dx/dp,

16m2 [T a
= hz / 7“2d7“/ p2dp.
0 0

In the above equation r* and p* are radial coordinate and
momentum corresponding to the classical turning point
respectively. Transforming the variable of integration from
p to € (using the relation p?/2m =€ — V(r)) we get

(23)

(24)

16m2m "
G(e) =
h3 0

7"2d7"/ 2m(e — V(r))de. (25)
0
Thus the density of states is
16 2 r*
gle) = %/ r2\/2m (e — \rd)dr. (26)
0

Substituting »* = 2 we can transform the integral into a
form which can be evaluated analytically [13]

2,,3/2./ €/
47Tmf1732>‘/ < /§m> 2~ V4 (27)
0

4N2m2m3/21(3)2)1(3/4)e>/*
- h3N3/AT(9/4) ' (28)

g(e)

Using this expression for the density of states in equa-
tion (7) we get

4/9

N4/9
(9/4)¢(9/4)M°
(29)

Comparing with equation (8) we can obtain the ratio of
T. in the two cases, with and without the cross terms, for
the 3D isotropic quartic potential. It is found that T, with
the cross terms is 1.2 times higher. This rise in 7, can be
attributed to the contribution from the cross terms which
were neglected while deriving equation (8). The reason
for the difference is, when g(e) = C,e®~! then T, varies

as 1/ C, " Hence, the lower T, in 3D quartic potentials
without the cross terms is due to the higher value of C,,.

[renay
I(3/2)T(3/4)4/212m3/2

4.2 2D case

In the 2D case, neglecting the cross terms, the potential
is of the form

V(z,y) = Az* +y?). (30)
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Using the same approach as adopted in the 3D case, the
total number of states available to the system is

9 C in T

G(E) = WA €1 d€1\/0 €9 d€2 (31)
'3/ (v/4
4(hw)3/2I(5/2)

Thus the density of states
0.9531¢!/2
g(e) = eyl (33)
Substituting this expression of g(e) in equation (7) we get
th2/3
kT, = (34)

C(3/2)1'(3/2)0.95317°

The corresponding expression when cross terms are con-
sidered is [11]

kKT, =

(35)

NhQ\/X 2/3
2m2mI(3/2)¢(3/2) '

Comparing equations (34) and (35) we find that T, with
the cross terms in equation (35) is approx. 1.12 times
higher than T, without the cross terms in equation (34).
Thus the cross terms increase T, in 2D as well as 3D case.

5 Conclusions

Our calculations show that 7T, in the case of the 3D quar-
tic potential trap is higher than that of the isotropic
harmonic potential trap. This is due to the form of the
density of states g(e), which varies as €*/* and € in 3D
isotropic quartic and quadratic trapping potentials respec-
tively. This implies lower density of states in quartic oscil-
lator potential compared to isotropic harmonic oscillator
potential. However, more interesting is the effect of the
cross terms. In the 3D isotropic harmonic potential trap
the cross terms are absent, which is not the case for the
3D quartic potential trap. The cross terms tend to de-
crease the density of states and raise T.. These terms in-
crease T, by factor of 1.2 and 1.1 in the 3D and 2D quartic
trap potentials respectively as compared to the case with-
out the cross terms. Experimentally, in optical traps, the
potentials without the cross terms are more appropriate.
We find that the effect of finite particle number is more
pronounced in the 3D quartic potential when the num-
ber of particles is <10°. The situation is reversed when
the number of particles is =>10°. The cause of the rever-
sal lies in the form of the fractional change AT, /T, for
the two potentials. The ratio of the fractional change be-
tween 3D isotropic quartic potential to harmonic potential
is 3.51 /N9 Tt is =1 for N =~ 10°, >1 for N < 10° and <1
for N > 105. Thus, when N < 10° the constant factor is
dominant in equation (20) and is responsible for the larger
value of AT, /T, in quartic potential. But when N > 105,
N—%/9 dominates and AT, /T, of the quartic potential is
lower than that of the harmonic potential.
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